4.0 PROPOSED RESEARCH WORK

An intelligent multimedia system for teaching Databases has been proposed. The main focus of the work would be the construction of tool to transform a natural language input of an ER model into its conceptual model. This model would then form a basis as the solution in the intelligent tutoring system. The architecture of IMSTD is shown in section 4.1. A more detailed discussion about the planned work is discussed in section 4.2. At the end of this chapter, a comparison between the IMSTD and other ITS in Databases and other application of NLP in Databases is done in section 4.3.  

4.1 Architecture for IMSTD

Figure 15 shows the proposed architecture for the Intelligent Multimedia System for Teaching Databases (IMSTD). It contains the three primary components of an ITS described earlier which are; a domain model, a student model and a tutor model. The domain model consists of the knowledge on the subject matters: entity-relationship modeling and normalization. Information about entities, attributes and functional dependencies also reside here. 

The student model represents the student’s emerging skills of the subject matter. Two main types of knowledge will be included in the student model. They are the student overlay knowledge and knowledge about the student’s misconceptions. Student overlay knowledge represents the current knowledge of the student. It is actually the domain knowledge without the parts that the student has not acquired. The knowledge on student’s misconceptions is similar to the student overlay knowledge except that it indicates the seriousness of the misconception rather than the strength of the acquired knowledge (Tong, 1999). This can be assessed through three factors (Tong, 1997):

a) the number of attempts the student made in solving a problem

b) the number of times assistance is required

c) how well the student has provided the solution

The tutor model contains two types of knowledge: the teaching goals and tutoring strategies. Teaching goals determine what the student is to be taught. Tutoring strategies refers to the selection and sequencing of the material to be presented depending on the student’s need and capabilities.
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Figure 15. IMSTD’s Architecture

The transformation tool provides the ER solution to the domain model. All the information about entities, attributes, relationships and cardinalities that have been detected through the transformation process will be updated to the domain model. 

4.2 Planned work

This work requires several steps to be carried out in order to achieve the desired ER model from the natural language input of the problem. Steps 1- 9 outline the task that need to be done by the system.

Step 1:  Read natural language input text into system

To start with, a natural language input text would be read into IMSTD. The aim at this stage is to extract the nouns, verbs and adjectives which are the indicators of the entities, attributes, relationships and cardinalities of an ER model. Chen (1983) has shown that the basic constructs of the English structure can be mapped into ER schemas in a natural way as described in section 2.4.3. 

There are two ways to allow the natural language text into the system: reading from a text file or enabling the user to type in the problem in the provided workspace area

Step 2: Part of speech tagging using Brill’s tagger

In order to obtain the corresponding syntactic category for each word, the sentences have to be parsed. A part of speech (POS) tagger known as Brill’s tagger (Brill, 1995) is used to tag the words according to their part of speech (verb, noun, etc.). Brill’s tagger has been chosen due to its high accuracy (97.5%). This tagger has been trained on the Penn TreeBank corpus of manually tagged Wall Street Journal texts. 

An example of the result using Brill’s tagger applied to scenario is shown in Table 9:

Scenario:

The company is organized into departments. Each department has a unique name, a unique number and a particular employee who manages the department. A department may have several locations.

Result after POS tagging using Brill’s tagger:

	Words tagged
	Result
	Meaning (Penn Treebank Part of Speech Tags)

	The
	DT
	Determiner

	company
	NN
	Noun, singular mass

	Is
	VBZ
	Verb, 3rd person singular present

	organized
	VBN
	Verb, past particle

	Into
	IN
	Preposition 

	departments
	NNS
	Noun, plural

	.
	.
	.

	Each
	DT
	Determiner

	department
	NN
	Noun, singular mass

	Has
	VBZ
	Verb, 3rd person singular present

	A
	DT
	Determiner

	Unique
	JJ
	Adjective

	name
	NN
	Noun, singular mass

	,
	,
	,

	a
	DT
	Determiner

	unique
	JJ
	Adjective

	number
	NN
	Noun, singular mass

	and
	CC
	Coordinating conjuction

	a
	DT
	Determiner

	particular
	JJ
	Adjective

	employee
	NN
	Noun, singular mass

	who
	WP
	Wh-pronoun

	manages
	VBZ
	Verb, 3rd person singular present

	the
	DT
	Determiner

	department
	NN
	Noun, singular mass

	.
	.
	.

	A
	DT
	Determiner

	department
	NN
	Noun, singular mass

	may
	MD
	Modal

	have
	VB
	Verb, base form

	several
	JJ
	Adjective

	locations
	NNS
	Noun, plural

	.
	.
	.


Table 9: Result from Brill’s tagger

From the result above, each word of the sentences is tagged according to their category. After reaching this stage, further steps need to be done to refine the result. The next step to be followed is classifying these tagged sentences into their corresponding category in relevance to ERD schema.  

Step 3: Classifying and removing redundancies and plurals

This step will classify all the relevant words into their classes. In the example below, only three categories are considered namely noun, verb and adjective. Referring to Table 10, the noun may represent an entity or an attribute, a verb may indicate a relationship and an adjective can represent an attribute. 

	Sentence
	Noun
	Verb
	Adjective

	First 
	company
	is
	

	
	departments
	organized
	

	Second 
	department
	has
	unique

	
	name
	manages
	particular

	
	number
	
	

	
	employee
	
	

	
	department
	
	

	Third


	department
	have
	Several

	
	locations
	
	

	
	
	
	


Table 10: Classification of words according to the selected category

From the result, there are some multiple occurrences of the same entity in a sentence. This needs to be eliminated once the first occurrence has been identified. As for plurals, these are merely instances of the same entity type. Thus any plurals will be regarded as singular.  

Step 4: Apply heuristics

Once the classification has been done, some form of heuristics are applied to further determine which ERD category (entity, attribute) does a word belongs to. Heuristics represent an indefinite assumption (Tjoa and Berger, 1993), which are often guided by common sense, to provide good but not necessarily optimal solutions to difficult problem, easily and quickly (Zanakis and Evans, 1981). 

Below are examples of heuristics to be applied, some of which are based on Tjoa and Berger (1993). Further heuristics and rules will be added as the work progresses. This will form as part of the contribution of the work. As there are exceptions and ambiguities when dealing with the ER constructs, these heuristics and rules may be overruled by a human instructor.

1) Heuristics to determine entity types:

i. All nouns are assumed entity at the first instance

ii. If noun phrases only consist of proper names, for example Mark is the department manager, user assistance may be needed to identify the corresponding entity type i.e employee. 

2) Heuristics to determine attributes:

i. If a sentence includes a main verb ‘has’ or ‘have’, then the following noun may indicate an attribute/attributes to the noun which is the subject. For example: A department has several locations. ‘location’ here indicates an attribute to the department.

3) Heuristics to determine relationships:

i. A verb may denote a relationship where there exist two nouns in between the verbs. For example, A student can borrow many books. ‘borrow’ here is a verb which is a relationship between student and book.

4) Heuristics to determine cardinalities:

The number of nouns (singular or plural), modal verbs (eg. must, can) and adjectives (eg. not more than ) determines the cardinality of relationship types or attributes (Tjoa and Berger, 1993). An example of the heuristic is as below:

i. A noun or prepositional phrase whose noun is singular get a minimal and maximum cardinality of 1.       

Step 5: Refer to history 

Further refinement is done in this step whereby the results obtained from the rules and heuristics from Step 4 is mapped with the history (a form of a table that keeps the past records on the identification of entity, attributes etc. which has been identified previously by the system). The approach of supervised learning will be used to train the system. In the supervised learning, the human expert provides the learning system with a set of classified training examples. In this case, a table with some categories of the ERD constructs (entity, verb etc.) and their weight are assigned (Table 11). Thus, the system will refer to the past history before producing the final result.

	Word
	Entity
	Attribute
	Relationship
	Cardinality

	Name
	1
	10
	0
	0

	Employee
	5
	0
	0
	0

	Colour
	1
	5
	0
	0

	Has
	0
	0
	12
	0

	Book
	12
	1
	4
	0


Table 11: An example of the history file

In the example above, Book may represent an entity, attribute or a relationship, though it is more likely to be an entity due to the higher weight. However, this also depends on the category that it holds in a sentence. If Book is a noun, this indicates that it  is an entity or in some special cases, an attribute. Considering this special case, Book will be assigned as an entity. An intervention will be sought from the human instructor to correct this at a later stage. The weight will be updated accordingly every time a new problem is presented. An instructor may overwrite the weight, for example when two or more categories bear the same weight.         

Step 6: Produce preliminary model 

Once all the selected words have been assigned its ERD element type, a preliminary model will be produced by the system. This model will be validated by the human instructor in the next step to check if there are any discrepancies or missing elements.
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Figure 16: A preliminary model of the scenario

Assuming that the system produces a preliminary model as shown in Figure 16, some errors can be spotted from the solution. First, company is identified as an entity and thus included in the ER model in the rectangle box. However, referring to the scenario given in Step 2, company is actually the business environment which should not be regarded as an entity. In fact, the ER diagram is supposed to represent the conceptual representation of the company. Thus, the entity company and its corresponding relationship, organized need to be removed.     

Step 7: Human intervention
At this stage, a human instructor would have seen a preliminary ER model and checked for errors. He would then instruct the system to make any necessary changes. Three functions would be made available: Delete, Add and Update. The history file will be updated at this stage.

Step 8: Produce final model
The final step is to actually produce the desired solution of the ER problem. Figure 17 belows shows the amendment that has been done to the preliminary model.
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Figure 17: An entity relationship model of the Company scenario

Step 9: Incorporate into ITS

Once the desired solution has been obtained, it will then be used as a basis during the tutoring session. The domain model will be updated with the solution and information about the entities, attributes and etc. in a given problem. Presented with ER problem, the students are expected to identify the required elements like the entities. During tutorial,  an interactive pedagogical agent will interact with students and guide them when needed. Advice is offered when three situation arise (Lester et al., 1997b):

· when the student requests assistance

· when a student pauses for a period of time

· when the student makes an error

The student model will be updated each time a student is engaged in a tutorial. The tutoring model will select, sequence and present appopriate materials to the students. Apart form ER Modelling, Normalization will also be covered as part of the tutoring. The three important steps in Normalization i.e First Normal Form (1NF), Second Normal Form (2NF) and  Third Normal Form (3NF) will be covered in the tutoring.  

4.3 Comparison with previous work

4.3.1 Comparison with other ITS in Databases

An analysis of existing ITS in Databases is shown in Table 12. Four intelligent tutoring systems are reviewed i.e DB_Tutor (Raguphati and Schkade, 1992), SQL_Tutor(Mitrovic 1998, Mitrovic and Ohlsson, 1999), COLER (Constantino-Gonzalez and Suthers, 2000) and ITS in Database Design (Canavan, 1996). 

Below are some distinct features of IMSTD in comparison with the other systems:

· Objective: IMSTD shares one common objective with the other systems, i.e to improve students’ performance in database design. In addition, it also aims to aid tutors in deriving an ER problem solution for use in the tutorial in the system. None of the previous systems had attempted this challenge.

· Pedagogical agent: From the table, only one the systems has an agent’s to interact with the students i.e. COLER. However, the agent in this system is not interactive i.e. no natural language interaction is attempted. All the interaction is done through button depression and selection from menus. In IMSTD, an interactive pedagogical agent will be introduced in the learning environment. The agent will also employ some types of interaction such as nonverbal feedback, gaze and gesture and other behaviours to advise and encourage the students.

· Presence of modules: The three basic modules in ITS, the domain module, the tutoring module and the student module are the core of the system. From the analysis, some of these modules are absent in some of the systems. IMSTD aims to fill this gap by proposing a complete implementation of the three basic modules. 

4.3.2 Comparison with other application of NLP in Databases

An analysis of three existing systems that apply natural language processing in database design is shown in Table 13.   The systems are Dialogue Tool (RADD) (Buchholz et al., 1995, DMG (Tjoa and Berger, 1993) and ANNAPURA (Eick and Lockemann, 1985). The category ‘User involvement ’ here refers to user intervention in handling ambiguities and clarification of the input. From the analysis, all the systems have user involvement during the process. Because of the incomplete presentation of knowledge, ambiguities and redundancies, full automation of the design process is fundamentally impossible (Eick and Lockemann, 1985). As a consequence, the tools must be able to interact with the designer, including the transformation tool in IMSTD which has interaction with the instructor. A semi-automatic design process is far more economical than an entirely manual process (Eick and Lockemann, 1985).  

Some distinct features of the transformation tool in IMSTD compared to the others systems are:

· The target users are instructors and students, as opposed to others where the users are mainly database designers

· Apart from heuristics, IMSTD’s transformation tool uses different techniques to obtain the desired ER model. This includes tagging using Brill’s tagger and training the system using past history. The transformation tool is also generic, in which it is not application domain-dependent.  
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