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Abstract

This objective of the work described in this research plan is the development of a mobile intelligent multimedia presentation system called TeleMorph. TeleMorph will be able to dynamically generate a multimedia presentation using output modalities that are determined by the bandwidth available on a mobile device’s wireless connection. To demonstrate this research a tourist navigation aid called TeleTuras is proposed that provides a testbed for TeleMorph. A critical analysis of current mobile intelligent multimedia, intelligent multimedia presentation and interactive systems is given. A unique contribution is identified detailing how TeleMorph improves upon current systems. Also a research proposal and detailed three year research plan are given.
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1. Introduction

1.1 Background
Whereas traditional interfaces support sequential and un-ambiguous input from keyboards and conventional pointing devices (e.g., mouse, trackpad), intelligent multimodal interfaces relax these constraints and typically incorporate a broader range of input devices (e.g., spoken language, eye and head tracking, three dimensional (3D) gesture) (Maybury 1999). The integration of multiple modes of input as outlined by Maybury allows users to benefit from the optimal way in which human communication works. “Put-That-There” (Bolt 1987) was one of the first intelligent multimodal interfaces. The interface consisted of a large room, one wall of which was a back projection panel. Users sat in the center of the room in a chair wearing magnetic position sensing devices on their wrists to measure hand position. Users could use speech, and gesture, or a combination of the two to add, delete and move graphical objects shown on the wall projection panel. Mc Kevitt (1995a,b, 1996a,b) focuses on the problem of integrating natural language and vision processing, whilst Mc Kevitt et al. (2002) concentrates on language, vision and music, identifying cognitive patterns that underlie our competence in these disparate modes of thought. Maybury and Wahlster (1998) focus on intelligent user interfaces.
Whereas humans have a natural facility for managing and exploiting multiple input and output media, computers do not. To incorporate multimodality in user interfaces enables computer behaviour to become analogous to human communication paradigms, and therefore the interfaces are easier to learn and use. Since there are large individual differences in ability and preference to use different modes of communication, a multimodal interface permits the user to exercise selection and control over how they interact with the computer (Fell et al., 1994; Karshmer & Blattner, 1998). In this respect, multimodal interfaces have the potential to accommodate a broader range of users than traditional graphical user interfaces (GUIs) and unimodal interfaces- including users of different ages, skill levels, native language status, cognitive styles, sensory impairments, and other temporary or permanent handicaps or illnesses.

Interfaces involving spoken or pen-based input, as well as the combination of both, are particularly effective for supporting mobile tasks, such as communications and personal navigation. Unlike the keyboard and mouse, both speech and pen are compact and portable. When combined, people can shift these input modes from moment to moment as environmental conditions change (Holzman 1999).

Implementing multimodal user interfaces on mobile devices is not as clear-cut as doing so on ordinary desktop devices. This is due to the fact that mobile devices are limited in many respects: memory, processing power, input modes, battery power, and an unreliable wireless connection. This project will research and implement a framework for Multimodal interaction in mobile environments taking into consideration– fluctuating bandwidth. The system output will be bandwidth dependent, with the result that output from semantic representations is dynamically morphed between modalities or combinations of modalities.

1.2 Objectives of this research

To develop a system, TeleMorph, that dynamically morphs between output modalities depending on available network bandwidth. The aims of this research are to:

· Determine a wireless system’s output presentation (unimodal/multimodal) depending on the network bandwidth available to the mobile device connected to the system.

· Implement TeleTuras, a tourist information guide for the city of Derry and integrate the solution provided by TeleMorph, thus demonstrating its effectiveness.

The aims entail the following objectives:

· Receive and interpret questions from the user.

· Map questions to multimodal semantic representation.

· Match multimodal representation to database to retrieve answer.

· Map answers to multimodal semantic representation.

· Query bandwidth status.

· Generate multimodal presentation based on bandwidth data.

2. Literature review

In the following sections a variety of areas related to this project proposal will be reviewed. Initially, mobile intelligent multimedia systems (section 2.1) and brief descriptions of the technologies involved in these systems are given. Also some example mobile intelligent multimedia systems are detailed. Intelligent multimedia presentation (section 2.2) and intelligent multimedia presentation systems (section 2.3) are then discussed. Intelligent multimedia interfaces (section 2.4) and intelligent multimedia agents (section 2.5) follow including descriptions of projects researching these areas. Finally, speech markup language specifications (section 2.6) and the cognitive load theory (section 2.7) are reviewed. This section is concluded with a comparison of intelligent multimedia systems and mobile intelligent multimedia systems (section 2.8).

2.1 Mobile intelligent multimedia systems 

With the advent of 3G(Third Generation) wireless networks and the subsequent increased speed in data transfer available, the possibilities for applications and services that will link people throughout the world who are connected to the network will be unprecedented. One may even anticipate a time when the applications available on wireless devices will replace the original versions implemented on ordinary desktop computers. Some projects have already investigated mobile intelligent multimedia systems, using tourism in particular as an application domain. Koch (2000) is one such project which analysed and designed a position-aware speech-enabled hand-held tourist information system. The Aalborg system is position and direction aware and uses these abilities to guide a tourist on a sight-seeing tour. Rist (2001) describes a system which applies intelligent multimedia to mobile devices. In this system a car driver can take advantage of online and offline information and entertainment services while driving. The driver can control phone and Internet access, radio, music repositories (DVD, CD-ROMs), navigation aids using GPS and car reports/warning systems. Pieraccini (2002) outlines one of the main challenges of these mobile multimodal user interfaces, that being the necessity to adapt to different situations (“situationalisation”). Situationalisation as referred to by Pieraccini identifies that at different moments the user may be subject to different constraints on the visual and aural channels (e.g. walking whilst carrying things, driving a car, being in a noisy environment, wanting privacy etc.). 

Nemirovsky (2002) describes a wearable system GuideShoes which uses aesthetic forms of expression for direct information delivery. GuideShoes utilizes music as an information medium and musical patterns as a means for navigation in an open space, such as a street. Cohen-Rose & Christiansen (2002) discuss a system called The Guide which answers natural language queries about places to eat and drink with relevant stories generated by storytelling agents from a knowledge base containing previously written reviews of places and the food and drink they serve. Oviatt et al. (2000) explain QuickSet a wireless, handheld, collaborative multimodal system that enables a user to formulate a military scenario by creating, positioning and editing units on a map with speech, pen-based gestures and direct manipulation. These entities are then used to initialise a simulation.
2.1.1 Wireless telecommunications
However, intelligent multimedia mobile telecommunication systems are far from realisation taking into consideration the current state of the technology available for accessing 3G networks or even GPRS (General Packet Radio Service) networks. Despite this, eventually network and device capabilities will be sufficient to support intelligent mobile multimedia applications. Projects focussing on intelligent multimedia applications on mobile devices will be discussed in the following sections (2.1.2 – 2.1.6), but first some technology that is necessary to enable mobile navigation systems similar to TeleTuras are detailed including wireless networks and positioning systems.

Mobile phone technologies have evolved in several major phases denoted by “Generations” or “G” for short. Three generations of mobile phones have evolved so far, each successive generation more reliable and flexible than the previous.

· “1G” wireless technology (Tanaka 2001) was developed during the 1980s and early 1990s. It only provided an Analog voice service with no data services available.
· “2G” wireless technology (Tanaka 2001) uses circuit-based, digital networks. Since 2G networks are digital they are capable of carrying data transmissions, with an average speed of around 9.6K bps (bits per second).

· “2.5G” wireless technology (Tanaka 2001) represents various technology upgrades to the existing 2G mobile networks. Upgrades to increase the number of consumers the network can service while boosting data rates to around 56K bps. 2.5G upgrade technologies are designed to be overlaid on top of 2G networks with minimal additional infrastructure. Examples of these technologies include: General Packet Radio Service (GPRS) (Tanaka 2001) and Enhanced Data rates for Global Evolution (EDGE). They are packet based and allow for “always on” connectivity.

· “3G” wireless technology (Tanaka 2001) will be digital mobile multimedia offering broadband mobile communications with voice, video, graphics, audio and other forms of information. 3G builds upon the knowledge and experience derived from the preceding generations of mobile communication, namely 2G and 2.5G. Although, 3G networks use different transmission frequencies from these previous generations and therefore require a different infrastructure. 3G networks will improve data transmission speed up to 144K bps in a high speed moving environment, 384K bps in a low-speed moving environment, and 2M bps in a stationary environment.

There are a number of different positioning systems that can provide varying degrees of precision in positioning. The main systems used today are GPS (Global Positioning System), DGPS (Differential GPS), GLONASS (GLObal Navigation Satellite System) and GSM (Global System for Mobile communications) (See Koch 2000) positioning. 

· GPS is a satellite based navigation system built and run by the American Department of Defense (DoD). GPS consists of at least 24 satellites orbiting the earth. The satellites transmit signals that a handheld GPS receiver can use to calculate it’s current position. For anti-terrorism reasons a distortion system called Selective Availability (SA) is applied to the GPS signal transmitted by the satellites which alters the GPS positioning capabilities to an average of 20-40 meters. 

· DGPS is one way around SA, It consists of placing a GPS receiver on a known location to find the difference between the distorted and actual position measurements. 

· GLONASS is the Russian version of GPS but does not use a SA distortion system.

· GSM positioning works by triangulating the signals from cellular phone antennas in a central computer, and thereby estimating the position of the user.

More detail on these systems (GPS, DGPS, GLONNASS, GSM) can be found in Koch (2000).

2.1.2 SmartKom
SmartKom (Wahlster 2001, Wahlster et al. 2001a,b, SmartKom Consortium 2002, Reithinger 2001) is a multimodal dialogue system currently being developed by a consortium of several academic and industrial partners. The system combines speech, gesture and facial expressions on the input and output side. The main scientific goal of SmartKom is to design new computational methods for the integration and mutual disambiguation of different modalities on a semantic and pragmatic level. SmartKom is a prototype system for a flexible multimodal human-machine interaction in two substantially different mobile environments, namely pedestrian and car. The system enables integrated trip planning using multimodal input and output. An example spoken navigation dialogue with SmartKom-mobile follows (U – user, SK – SmartKom response):

U: “SmartKom, Please look for the nearest parking lot.”

SK: “The parking garage at the main station provides 300 slots. Opening hours are from 6am to 11pm. Do you want to get there?”

U: “No, please tell me about the next parking option.”

SK: “The market parking lot provides 150 slots. It is open 24 hours a day. Do you want to get there?”

U: “Yes, please.”

SK: “I’ll bring you to the market parking lot.”

In a tourist navigation situation a user of SmartKom could ask a question about their friends who are using the same system. E.g. “Where are Tom and Lisa?”, “What are they looking at?” SmartKom is developing an XML-based mark-up language called M3L (MultiModal Markup Language) for the semantic representation of all of the information that flows between the various processing components. The key idea behind SmartKom is to develop a kernel system which can be used within several application scenarios. There exist three versions of SmartKom, which are different in their appearance, but share a lot of basic processing techniques and also standard applications like communication (via email and telephone) and personal assistance (address-book, agenda).

(1) SmartKom-Mobile uses a Personal Digital Assistant (PDA) as a front end. Currently, the Compaq iPAQ Pocket PC with a dual slot PC card expansion pack is used as a hardware platform. SmartKom-Mobile provides personalised mobile services like route planning and interactive navigation through a city.

(2) SmartKom-Public is a multimodal communication kiosk for airports, train stations, or other public places where people may seek information on facilities such as hotels, restaurants, and theatres. Users can also access their personalised standard applications via wideband channels.

(3) SmartKom-Home/Office realises a multimodal portal to information services. It provides electronic programming guide (EPG) for TV, controls consumer electronic devices like VCRs and DVD players, and accesses standard applications like phone and email.

2.1.3 DEEP MAP
DEEP MAP (Malaka 2000, Malaka et al. 2000, Malaka 2001, EML 2002) is a prototype of a digital personal mobile tourist guide which integrates research from various areas of computer science: geo-information systems, data bases, natural language processing, intelligent user interfaces, knowledge representation, and more. The goal of Deep Map is to develop information technologies that can handle huge heterogeneous data collections, complex functionality and a variety of technologies, but are still accessible for untrained users. DEEP MAP is an intelligent information system that may assist the user in different situations and locations providing answers to queries such as- Where am I? How do I get from A to B? What attractions are near by? Where can I find a hotel/restaurant? How do I get to the nearest Italian restaurant? It has been developed with two interfaces:

· A web-based interface that can be accessed at home, work or any other networked PC.

· A mobile system that can be used everywhere else.

Both systems, however, are built on identical architectures and communication protocols ensuring seamless information exchanges and hand-overs between the static and mobile system. The main difference between the systems concern the interface paradigms employed and network-related and performance-related aspects. The current prototype is based on a wearable computer called the Xybernaut MA IV.

2.1.4 CRUMPET
CRUMPET (Creation of User-friendly Mobile services Personalized for Tourism) (EML 2002, Crumpet 2002, Zipf & Malaka 2001) implements, validates, and tests tourism-related value-added services for nomadic users across mobile and fixed networks. In particular the use of agent technology will be evaluated (in terms of user-acceptability, performance and best-practice) as a suitable approach for fast creation of robust, scalable, seamlessly accessible nomadic services. The implementation will be based on a standards-compliant open source agent framework, extended to support nomadic applications, devices, and networks. Main features of the CRUMPET approach include: 

· Services that will be trialled and evaluated by multiple mobile service providers.

· Service content that will be tourism-related, supporting intelligent, anytime, anyplace communication suitable for networks like those a typical tourist user might be exposed to now and in the near future.

· Adaptive nomadic services responding to underlying dynamic characteristics, such as network Quality of Service and physical location.

· A service architecture implementation that will be standards-based and made available at the end of the project as (mostly) publicly available open source code.

· Suitability for networks that will be those that a typical tourist user might be exposed to now and in the near future (including IP networks, Wireless LAN, and mobile networks supporting Wireless Application Protocol (WAP) technology: GSM, GPRS, and Universal Mobile Telephone Service (UMTS))

· Suitability for a wide range of lightweight terminal types, including next generation mobile phones / PDAs / PC hybrid terminals. 

2.1.5 VoiceLog
VoiceLog (BBN 2002, Bers et al. 1998) is a project incorporating logistics, thin clients, speech recognition, OCR (Optical Character Recognition) and portable computing. The system consists of a slate laptop connected by a wireless 14.4K modem to a server that facilitates speech recognition, exploded views/diagrams of military vehicles and direct connection to logistics. The idea is that a person in the field has support for specifying what is damaged on a vehicle using diagrams, and for ordering the parts needed to repair the vehicle. The laptop accepts spoken input (recognised on the server) and touch screen pen input. The visual part of the system consists of web pages showing diagrams and order forms which is supported by a program controlling the speech interface. The user of VoiceLog selects items on the display with the pen or with speech and specifies actions verbally. A sample of an interaction with the system follows (U - input; VL - VoiceLog response):

U: "Show me the humvee." [humvee is a nickname for the HMMWV military jeep]

VL: displays an image of the HMMWV.

U: "Expand the engine."

VL: flashes the area of the engine and replaces the image with a part diagram for the engine.

U: (while pointing at a region with the pen) "Expand this area." 

VL: highlights the selected area, the fuel pump, and displays an expanded view.

U: (points to a specific screw in the diagram) "I need 10." 

VL: brings up an order form filled out with the part name, part number and quantity fields for the item.

2.1.6 MUST
MUST (MUltimodal multilingual information Services for small mobile Terminals) (Almeida et al. 2002) is a project which implements a tourist guide to Paris. The aims of the MUST project are to 1) get a better understanding of the issues that will be important for future multimodal and multilingual services in the mobile networks accessed from small terminals. 2) Evaluate Multimodal interaction through testing with naïve non-professional users. The system uses speech and pen (pointing) for input, and speech, text, and graphics for output. In addition, a multilingual Question/ Answering system has been integrated to handle out of domain requests.
The main point to note about the systems described in the previous sections (2.1.2 – 2.1.6) is that current mobile intelligent multimedia systems fail to take into consideration network constraints and especially the bandwidth available when transforming semantic representations into the multimodal output presentation. If the bandwidth available to a device is low then it’s obviously inefficient to attempt to use video or animations as the output on the mobile device. This would result in an interface with depreciated quality, effectiveness and user acceptance. This is an important issue as regards the usability of the interface. Learnability, throughput, flexibility and user attitude are the four main concerns affecting the usability of any interface. In the case of the previously mentioned scenario (reduced bandwidth => slower/inefficient output) the throughput of the interface is affected and as a result the user’s attitude also. This is only a problem when the required bandwidth for the output modalities exceeds that which is available; hence, the importance of choosing the correct output modality/modalities in relation to available resources.

2.2 Intelligent multimedia presentation 

Intelligent multimedia presentation does not just consist of merging output fragments, but requires a fine-grained coordination of communication media and modalities. Furthermore, in the vast majority of non-trivial applications the information needs will vary from user to user and from domain to domain. An intelligent multimedia presentation system should be able to flexibly generate various presentations to meet individual requirements of users, situations, and domains. It requires intelligent multimedia systems to have the ability of reasoning, planning, and generation. Research in this area initiated during the mid 1980s (Maybury 1993, 1995, Maybury and Wahlster 1998, Mc Kevitt 1995a,b, 1996a,b). This point holds an increasing amount of relevance and importance regarding situations and domains when applied to a multimedia presentation on a mobile device as the physical environment and context are changing rapidly and must be take into account appropriately. The relative importance of the individual interface modalities for mobile systems differs from stationary applications: the significance of the natural language interface increases while that of traditional graphical user interfaces decreases. This is a result of the fact that mobile users do not wish to have their visual attention continuously distracted while driving or walking.
Malaka (2000, p. 5) states that “the main challenge for the success of mobile systems is the design of smart user interfaces and software that allows ubiquitous and easy access to personal information and that is flexible enough to handle changes in user context and availability of resources.” A number of issues need to be addressed before the aforementioned aim can be met:

· Location awareness

· Context awareness

· Interaction metaphors and interaction devices for mobile systems

· Smart user interfaces for mobile systems

· Situation adapted user interfaces
· Adaptation to limited resources

· Fault tolerance
· Service discovery, service description languages and standards
Three key research problems in intelligent multimedia presentation are described in the following sections.

2.2.1 Semantic representation
Semantic representation relates to the method employed to represent the semantic meaning of media information (Romary 2001). A multimodal semantic representation must support – 

· Both interpretation and generation, 
· Any kind of multimodal input and output, 
· A variety of semantic theories. 
A multimodal representation may contain architectural, environmental, and interactional information. Architectural representation indicates producer/consumer of the information, information confidence, and input/output devices. Environmental representation indicates timestamps and spatial information. Interactional representation indicates speaker/user’s state. The two traditional semantic representations are XML and Frames. Intelligent multimedia applications using Frames to represent multimodal semantics include: 

· CHAMELEON (Brøndsted et al. 2001)

· AESOPWORLD (Okada 1996)

· REA (Cassell et al. 2000)
· Ymir (Thórisson 1996)
· WordsEye (Coyne & Sproat 2001)
Systems using XML to represent their multimodal semantics include:

· BEAT (Cassell et al. 2001)

· SAM (Cassell et al. 2000)

· SmartKom (Wahlster et al. 2001) uses M3L (MultiModal Markup Language), an XML derivative.
· MIAMM (Reithinger et al. 2002) utilizes MMIL (MultiModal Interface Language), an XML derivative.
· MUST (Almeida et al. 2002) uses MXML (MUST XML), an XML derivative.
· IMPROVISE (Zhou & Feiner 1997, 1998).
2.2.2 Fusion, integration and coordination of modalities
Fusion, Integration and Coordination of Modalities are concerned with fusing information in different modalities, and integrating different media in a consistent and coherent manner. The advantage of integrating multiple media in output is achieved by effective multimedia coordination. Projects that have studied problems in media design and coordination include COMET (Feiner & McKeown 1991a, b) TEXPLAN (Maybury 1993) and IMPROVISE (Zhou & Feiner 1997, 1998). COMET used a form of temporal reasoning to control representation and coordination whereas Maybury’s TEXPLAN enables media realisation and layout constraints to influence both content selection and the structure of the resulting explanation. These systems generate multimedia presentations automatically from intended presentation content. They can effectively coordinate media when generating references to objects and can tailor their presentations to the target audience and situation.

2.2.3 Synchronisation of modalities
An important issue when considering synchronisation between modalities is the time threshold between modalities. An example of input synchronisation in CHAMELEON (Brøndsted et al. 2001), is where the user may ask a question– “Who works in this office?” The system will then expect a reference to a certain office possibly by gesture; the problem is identifying how long the system should wait to receive this input. In REA (Cassell et al. 2000) an example of output synchronization can be found where an animated agent acts as a real estate agent showing users the features of various models of houses that appear onscreen behind it. If the agent was speaking about a specific feature such as a wall it would be ineffective for the agent to point to this wall after it was finished speaking about the object, hence the importance of synchronisation. Synchronisation of Modalities deals with the problem of keeping multiple modalities consistent on input and output, and ensuring that the semantic information represented in different modalities is common throughout. In other words, there is no point in presenting information in one modality (e.g. Speech) and contradicting it with different information in another modality (e.g. Vision). If modalities are not synchronised an added side effect is contradiction.
2.2.4 Semantic representation to output presentation
Mapping from semantic representation to an output presentation is usually based on user choice, as in COMET (Feiner & McKeown 1991a, b), WIP (Wahlster et al. 1992) and TEXPLAN (Maybury 1993). This allows the user to choose a modality or modalities based on their personal presentation preferences. TeleMorph will be different in that it will consider both the user’s modality choice and the available network bandwidth when mapping the semantic representation to an output presentation.

2.3 Intelligent multimedia presentation systems 

Several systems have been developed that automatically generate coordinated multimedia presentations. These systems automate the transition between multimodal semantic representation and multimodal output presentation. Descriptions of some of these systems follow. The approaches of media coordination in these multimedia systems will inspire methods within TeleMorph’s multimedia presentation planning. The main point here is that TeleMorph will not only take into consideration the user’s choice of modality but will also base the available output modalities on the network bandwidth available.
2.3.1 COMET
COMET (COordinated Multimedia Explanation Testbed) (Feiner & McKeown 1991a, b), is in the field of maintenance and repair of military radio receiver-transmitters. It coordinates text and three-dimensional graphics of mechanical devices for generating instructions about the repair or proper use by a sequence of operations or the status of a complex process, and all of these are generated on the fly. In response to a user request for an explanation, e.g. the user selects symptoms from its menu interface, COMET dynamically determines the content of explanations using constraints based on the request, the information available in the underlying knowledge base, and information about the user’s background, discourse context, and goals. Having determined what to present, COMET decides how to present it with graphics and text generation. The pictures and text that it uses are not ‘canned’, i.e. it does not select from a database of conventionally authored text, pre-programmed graphics, or recorded video. Instead, COMET decides which information should be expressed in which medium, which words and syntactic structures best express the portion to be conveyed textually, and which graphical objects, style, and illustration techniques best express the portion to be conveyed graphically. To communicate between multiple media, COMET uses two facilities: blackboard for common content description, and bi-directional interaction between the media-specific generators. Therefore, the graphics generator can inform the language generator about the graphical actions it has decided to use, and the language generator can then produce text like "the highlighted knob in the left picture".
2.3.2 WIP
Similar to COMET, WIP (Wahlster et al. 1992) is another intelligent multimedia authoring system that presents mechanical instructions in graphics and language for assembling, using, maintaining, or repairing physical devices such as espresso machines, lawn mowers, or modems. WIP is also intended to be adaptable to other knowledge domains. The authors focus on the generalization of text-linguistic notions such as coherence, speech acts, anaphora, and rhetorical relations to multimedia presentations. For example, they slightly extend Rhetorical Structure Theory (Mann et al. 1992) to capture relations not only between text fragments but also picture elements, pictures, and sequences of text-picture combinations. More recent work of the authors focuses on interactive presentations, having an animated agent, called PPP persona (Personalised Plan-based Presenter), to navigate the presentation (André et al. 1996, André & Rist 2000). AiA (Adaptive Communication Assistant for Effective Infobahn Access) (André & Rist 2001) and Miau (Multiple Internet Agents for User-Adaptive Decision Support) (André et al. 2000) are two more projects researched recently by the authors. In AiA they are developing a series of personalised information assistants that aim at facilitating user access to the Web, while the Miau project is investigating performances given by a team of characters as a new form of presentation.

2.3.3 TEXTPLAN
TEXPLAN (Textual EXplanation PLANner) (Maybury 1993) designs narrated or animated route directions in a cartographic information system. It generates multimedia explanations, tailoring these explanations based on a set of hierarchically organized communicative acts with three levels: rhetorical, illocutionary (deep speech acts) and locutionary (surface speech acts). At each level these acts can be either physical, linguistic or graphical. Physical acts include gestures--deictic, attentional or other forms of body language, whilst graphical acts include highlighting, or zooming in/out, drawing and animating objects. A system designed to deliver explanations using each level of communicative act should be capable of explaining physically, linguistically or graphically, depending upon which type of explanation is best suited to the communicative goal. According to this communication theory, presentation agents are the best embodiment of physical acts. Linguistic and graphical acts are usually the basic acts in conventional multimedia presentation systems.
2.3.4 CICERO
CICERO (Arens & Hovy 1995) is a model-based multimedia interaction manager and integration planner. Its aim is to develop the model of an intelligent manager that coordinates and synchronizes the various media in a way that decreases system complexity caused by information overload. It is an application-independent platform tackling how to allocate information among the available media. In other systems, information allocation is usually devolved to the system designer. The general challenge CICERO attempts to respond to is how to build a presentation-managing interface that designs itself at run-time so as to adapt to changing demands of information presentation.
2.3.5 IMPROVISE
IMPROVISE (Zhou & Feiner 1997, 1998) is an automated graphics generation system that combines the two dominant approaches in graphics generation systems: the constructive approach and the parameterised one. Under the former approach, the representations are constructed from basic building blocks (visual variables) and then “glued” together to form larger units. The latter approach, however, uses visual models with parameters that are to be defined after the analysis of the data characteristics or attributes before the instantiation and interpretation of the contained information. IMPROVISE is based on an extensible formalism to represent a visual lexicon, i.e. a collection of visual primitives, which can be accessed in the process of graphics generation. The term “primitive” in this case refers to a type of visual form (i.e. a “visual” word), which can be anything from a video clip to a 2D static text string. Parameterised visual forms are abstracted from this lexicon. It is interesting that the method followed imitates a natural language generation system (NLG system), i.e. a visual form is the equivalent of the lexical component in an NLG system. The abstraction is general enough to cater for the range of types mentioned above. The selection and instantiation of these abstract forms is subject to a number of syntactical, semantic, and pragmatic constraints.

2.4 Intelligent multimedia interfaces 

Examples of intelligent multimedia dialogue systems include AIMI, AlFresco, CUBRICON and XTRA. Typically, these systems parse integrated input and generate coordinated output. Similar to the intelligent multimedia presentation systems discussed earlier there are approaches to media synchronisation and coordination in these multimedia systems will be used to inspire TeleMorph’s intelligent multimedia interface.
2.4.1 AIMI
AIMI (Burger & Marshall 1993) is an intelligent multimedia interface which can engage a user in a multimedia dialogue. AIMI is used to help users devise cargo transportation schedules and routes. To fulfill this task the user is provided with maps, tables, charts and text, which are sensitive to further interaction through pointing gestures and other modalities. AIMI uses non-speech audio to convey the speed and duration of processes which are not visible to the user.
2.4.2 AlFresco
AlFresco (Stock et al. 1993) is an interactive, natural language centered system for presenting information about Fourteenth century Italian frescoes and monuments. It combines natural language processing with hypermedia to provide an efficient and user-oriented way to browse around through a pre-existing hyper-textual network. The combination of natural language and hypermedia gives rise to an advantage that while prefabricated hypermedia texts can compensate for a lack of coverage in the natural language modules, the on-demand generation of user-tailored texts can help to overcome the disorientation problem in the hypermedia environment. Also, further information about pictures and videos can be accessed by asking questions in natural language combined with direct pointing actions as in AIMI.
2.4.3 XTRA
XTRA (eXpert TRAnslator) (Wahlster 1998), a multimedia interface in the tax form domain, combines language with pointing gesture input. The user and system could both refer to regions in a tax form, without a pre-definition of pointing-sensitive areas. XTRA generates natural language and pointing gestures automatically, but relies on pre-stored tax forms. It represents not only the linguistic context, but also maintains a data structure for graphics to which the user and the system may refer during the dialogue. In the tax domain, the graphical context corresponds to a form hierarchy that contains the positions and the size of the individual fields as well as their geometrical and logical relationships.

2.4.4 CUBRICON
CUBRICON (Calspan-UB Research center Intelligent CONversationalist) (Neal and Shapiro 1991) is a system for Air Force Command and Control. The combination of visual, tactile, visual, and gestural communications is referred to as the unified view of language. The system produces relevant output using multimedia techniques. The user can, for example, ask, "Where is the Dresden airbase?", and CUBRICON would respond (with speech), "The map on the color graphics screen is being expanded to include the Dresden airbase." It would then say, "The Dresden airbase is located here," as the Dresden airbase icon and a pointing text box blink. Neal and Shapiro addressed the interpretation of speech and mouse/keyboard input by making use of an Augmented Transition Network grammar that uses natural language with gesture constituents. CUBRICON includes the ability to generate and recognize speech, to generate natural language text, to display graphics and to use gestures made with a pointing device. The system is able to combine all the inputs into the language parsing process and all the outputs in the language generation process.
2.5 Intelligent multimedia agents 

Embodied Conversational Agents are a type of multimodal interface where the modalities are the natural modalities of face-to-face communication among humans, i.e. speech, facial expressions, hand gestures, and body stance. Animated agents of this nature would prove very useful for TeleTuras’ interface. Implementing an intelligent agent of this nature along with other modalities provides a much more natural, flexible and learnable interface for TeleTuras thus increasing the usability of the interface.

2.5.1 REA
Cassell et al. (2000) discuss REA (Real Estate Agent), which is an animated human simulation on a screen that can understand the conversational behaviours of the human standing in front of it via computer vision techniques, and responds with automatically generated speech and face, hand gesture and body animation. The system consists of a large projection screen on which REA is displayed and in front of which the user stands. Two cameras mounted on top of the projection screen track the user’s head and hand positions. Users wear a microphone for capturing speech input. REA’s application domain is real estate and she acts as a real estate agent showing users the features of various models of houses. 

2.5.2 BEAT
REA integrates a natural language generation engine (SPUD), and an animator’s tool, BEAT (Cassell et al. 2000), which allows animators to input typed text that they wish to be spoken by an animated human figure. In the same way as Text-to-Speech (TTS) systems realize written text in spoken language (McTear 2002) BEAT realizes written text in embodied expressive verbal and nonverbal behaviors such as face expression, head nods, gaze, and hand gestures. And in the same way as TTS systems are permeable to trained users, allowing them to tweak intonation, pause-length and other speech parameters, BEAT is permeable to animators, allowing them to write particular gestures, define new behaviours and tweak the features of movement. 

2.5.3 SAM
Sam (Cassell et al. 2000), another 3D animated conversational agent, can tell stories and share experiences together with children by sharing physical objects across real and virtual worlds. It acts as a peer playmate in a shared collaborative space by using the real-time video of the child's environment as Sam’s background, so that Sam seems to exist in the child's play space. In this system the designers ensured that Sam, Sam's toy, and all aspects of the system and interaction were gender-neutral. Sam represents a five-year-old child who tells stories about its toy character in the magic castle. Audio recorded from an eight-year-old girl, which sounded only slightly feminine was used, but that was then offset with the somewhat masculine (although still androgynous) name of "Sam". 

2.5.4 Gandalf
Thórisson (1996) has built a system that addresses many issues in face-to-face communication. His agent, Gandalf, is rendered as a computer-animated face and associated hand. Gandalf is the interface of a blackboard architecture called Ymir which includes perceptual integration of multimodal events, distributed planning and decision making, layered input analysis and motor-control with human-like characteristics and an inherent knowledge of time. People interacting with the system must wear sensors and a close microphone to enable Gandalf to sense their position, sense what they are looking at and their hand position over time, and perform speech recognition. Using this system Thórisson has tested his theory for psychologically motivated, natural, multimodal communication using speech, eye contact, and gesture. Gandalf participates in conversations by attempting to produce all of these modalities at moments appropriate to the ongoing conversation. Because of the focus of Thórisson’s research, Gandalf does not attempt to express a personality, have realistic 3D graphic representation, other body movement (besides hand gestures) outside of the conversation, or other aspects needed for autonomous agents. Gandalf also uses canned text rather than performing natural language generation in answering. Nevertheless, the techniques used in Gandalf address a subset of the requirements for language use in agents, and could clearly be useful in multimodal communication with agents.
2.6 Speech markup language specifications 

There is an emerging interest in combining Multimodal interaction with natural language processing for Internet access. Some standards of XML (eXtensible Markup Language) already exist that are specifically designed for the purpose of Multimodal access to the Internet. SALT (2002) and VoiceXML (2002) are both markup languages for writing applications that use voice input and/or output. Both languages were developed by industry consortia (SALT Forum and VoiceXML Forum, respectively), and both contribute to W3C as part of their ongoing work on speech standards. The reason there are two standards is mainly because they were designed to address different needs, and they were designed at different stages in the life cycle of the Web. The reason VoiceXML and SALT are relevant to TeleMorph is because they are standards that are striving towards enabling access to information and services through respective multimodal interface, something TeleTuras aims to do.

2.6.1 VoiceXML
VoiceXML (2002) was announced by AT&T, Lucent and Motorola. It arose out of a need to define a markup language for over-the-telephone dialogs—Interactive Voice Response, or IVR, applications—and at a time, 1999, when many pieces of the Web infrastructure as we know it today had not matured.

2.6.2 SALT

SALT (Speech Application Language Tags) (2002) arose out of the need to enable speech across a wider range of devices, from telephones to PDAs to desktop PCs, and to allow telephony (voice-only) and multimodal (voice and visual) dialogs. SALT was founded by Cisco, Comverse, Intel, Philips, Microsoft and SpeechWorks. It’s an open standard designed to augment existing XML-based markup languages. The SALT forum has announced its multimodal access “will enable users to interact with an application in a variety of ways: they will be able to input data using speech, a keyboard, keypad, mouse and/or stylus, and produce data as synthesized speech, audio, plain text, motion video, and graphics. Each of these modes will be able to be used independently or concurrently.” (SALT 2002).

2.7 Cognitive Load theory (CLT) 

Elting et al. (2001) explain cognitive load theory where two separate sub-systems for visual and auditory memory work relatively independently. The load can be reduced when both sub-systems are active compared to processing all information in a single sub-system. Due to this reduced load, more resources are available for processing the information in more depth and thus for storing in long-term memory. This theory however only holds when the information presented in different modalities is not redundant, otherwise the result is an increased cognitive load. If however multiple modalities are used, more memory traces should be available (e.g. memory traces for the information presented auditorially and visually) even though the information is redundant, thus counteracting the effect of the higher cognitive load. 

Elting et al. investigated the effects of display size, device type and style of Multimodal presentation on working memory load, effectiveness for human information processing and user acceptance. They used a desktop PC, TV set with remote control and a PDA as presentation devices. The results of their testing on PDAs are relevant to any mobile multimodal presentation system that aims to adapt the presentation to the cognitive requirements of the device. For their testing Elting et al. discovered that when a system wants to present data to the user that is important to be remembered (e.g. a city tour) the most effective presentation mode should be used (Picture & Speech) which does not cognitively overload the user. When the system simply has to inform the user (e.g. about an interesting sight nearby) the most appealing/accepted presentation mode should be used (Picture, Text & Speech). These points should be incorporated into multimodal presentation systems to achieve ultimate usability. This theory will be used in TeleTuras to decide what types of multimodal presentations are best suited to the current situation when designing the output presentation, i.e. whether  the system is presenting information which is important to be remembered (e.g. directions) or which is just informative (e.g. information on a tourist site).
2.8 Comparison of systems
In the following tables there are comparisons showing features of various intelligent multimedia systems and mobile intelligent multimedia systems (Tables 2.1, 2.2).

2.8.1 Comparison of Intelligent Multimedia systems
Most of the current intelligent multimedia systems mix text, static graphics (including map, charts and figures) and speech (some with additional non-speech audio) modalities. Static graphical displays in these systems constrain presentation of dynamic information such as actions and events. To make references on a static graph, some use highlighting and temporally varying effects like moving, flashing, hopping, zooming, scaling (Zhou & Feiner 1998), which are frequently used in PowerPoint “animation” effects presentation.

Cassell’s SAM and REA achieve great improvement in simulating humanoid behavior in conversation, but they are limited to human-computer interface applications.

Besides the systems listed in the table, many other practical applications of intelligent multimedia interfaces have been developed in domains such as intelligent tutoring, retrieving information from a large database, car-driver interfaces, real estate presentation and car exhibition.

2.8.2 Comparison of mobile intelligent multimedia systems
From Table 2.1 one can notice that TeleMorph improves upon different systems in different ways. GuideShoes (Nemirovsky & Davenport 2002) is the only other mobile intelligent multimedia system that outputs non-speech audio, but this is not combined with other output modalities in directing the user to their desired location, so it could be considered a unimodal communication. With TeleMorph’s ability to receive a variety of streaming media/modalities, TeleTuras will be able to present a multimodal output presentation including non-speech audio that will provide relevant background music about a certain tourist point of interest.

Malaka et al. (2000, p. 22) points out when discussing the DEEP MAP system that in dealing with handheld devices “Resources such as power or networking bandwidth may be limited depending on time and location”. Of the mobile intelligent multimedia systems in the Table 2.1, most acknowledge that (1) network bandwidth and (2) device constraints are serious issues, but they do not proceed to take these issues into consideration when mapping their semantic representation to an output presentation, as can be seen from Table 2.2. These two constraints will provide potential unique contributions of TeleMorph and TeleTuras.

As can also be seen from Table 2.2 there are a wide variety of mobile devices being used in these systems. TeleMorph will focus on J2ME enabled devices as J2ME provides the most comprehensive solution to developing the TeleTuras application as it incorporates graphics, networking and speech APIs. Despite this J2ME enabled devices range in size, processing power, memory available, battery power, screen size, input modes, screen resolution and colour etc. TeleMorph will be aware of the constraints that exist on the client device and take that into consideration when mapping the semantic representation to an output presentation.

	Categories
	Systems
	NLP Component
	Multimodal interaction

	
	
	Natural language generation
	Natural language understanding
	Input Media
	Output Media

	
	
	
	
	Text
	Gesture
	Speech
	Vision
	Text


	Audio
	Visual

	
	
	
	
	
	
	
	
	
	Text to speech
	Non-speech audio
	Graphics (static)
	Animation

	Intelligent Multimedia

Presentation systems
	WIP
	
	V
	V
	
	
	
	V
	
	
	V
	

	
	COMET
	
	V
	V
	
	
	
	V
	V
	
	V
	

	
	TEXTPLAN
	
	
	V
	V
	
	
	V
	V
	
	
	V

	
	Cicero
	V
	V
	V
	V
	V
	
	V
	
	
	V
	

	
	CUBRICON
	
	
	
	
	
	
	
	
	
	
	

	
	IMPROVISE
	
	
	V
	
	
	
	
	
	
	V
	

	Intelligent Multimedia Interfaces
	AIMI
	
	
	V
	V
	V
	
	V
	V
	V
	V
	

	
	AlFresco
	V
	V
	
	V
	V
	
	V
	
	V
	V
	

	
	XTRA
	
	V
	V
	V
	
	
	V
	
	V
	V
	

	
	CUBRICON
	V
	V
	V
	V
	V
	
	
	V
	V
	V
	

	Mobile Intelligent Multimedia systems
	SmartKom
	V
	V
	V
	V
	V
	V
	V
	V
	
	V
	V

	
	DEEP MAP
	
	V
	V
	
	V
	
	V
	V
	
	V
	V

	
	CRUMPET
	V
	
	
	V
	V
	
	V
	V
	
	V
	V

	
	VoiceLog
	
	V
	
	
	V
	
	V
	V
	
	V
	

	
	MUST
	V
	V
	V
	
	V
	
	V
	V
	
	V
	

	
	GuideShoes
	V
	V
	V
	
	V
	
	
	
	V
	V
	

	
	The Guide
	V
	V
	V
	V
	V
	
	V
	
	
	V
	

	
	QuickSet
	V
	
	V
	V
	V
	
	V
	
	
	V
	

	Intelligent Multimodal Agents
	Cassell’s SAM & Rea (BEAT)
	V
	V
	V
	
	V
	V
	
	V
	
	
	V

	
	Gandalf
	
	V
	
	
	V
	V
	
	V
	
	
	V

	This Project
	TeleMorph
	V
	V
	V
	
	V
	
	V
	V
	V
	V
	V


Table 2.1 Comparison of Intelligent Multimedia Systems

	Systems
	Device
	Positioning System
	Device Constraint Aware
	Bandwidth Aware

	SmartKom-mobile
	Compaq iPaq
	GPS
	
	

	DEEP MAP
	Xybernaut MA IV
	GPS
	
	

	CRUMPET
	Unspecified Mobile Device
	GPS
	
	

	VoiceLog
	Fujitsu Stylistic 1200 pen PC
	
	
	

	MUST
	Compaq iPaq
	GPS
	
	

	Aalborg
	Palm V
	DGPS
	
	

	GuideShoes
	CutBrain CPU
	DGPS
	
	

	The Guide
	Mobile Phone
	GPS
	
	

	QuickSet
	Fujitsu Stylistic 1000
	
	
	

	TeleMorph
	J2ME enabled phone/PDA

/emulator
	GPS
	V
	V


Table 2.2 Comparison of Mobile Intelligent Multimedia Systems

3. Project Proposal 

This project will research and implement a framework for multimodal interaction, and in particular multimodal presentation in mobile environments, whilst taking into consideration one of the key issues that limits streaming media to mobile devices – fluctuating bandwidth. Cognitive Load Theory will also be considered in this process. Figure 3.1 depicts the architecture of TeleMorph with focus on Input Processing, Media Analysis, Interaction Management, Media Design and Output Processing.


Figure 3.1 Architecture of TeleMorph

In Figure 3.1 The Multimodal Interaction Manager will be concerned with the following:

· Media Fusion, Integration and coordination will fuse information in different modalities, and integrate different media in a consistent and coherent manner.

· Discourse Modeling uses information from the Discourse model to form correctly structured dialogues.

· User Modeling uses information from the User model to ensure awareness of the user’s preferences, goals, knowledge, interests and idiosyncrasies in user behaviour.

· Presentation Design takes into consideration the previous three points and designs an appropriate presentation.

Media Design takes the output information and morphs it into relevant modality/modalities depending on the information it receives from the Server Intelligent Agent regarding available bandwidth, whilst also taking into consideration the Cognitive Load Theory as described in section 2.7. Media Analysis receives input from the Client device and analyses it to distinguish the modality types that the user utilised in his/her input. The Domain Model, Discourse Model, User Model, GPS and WWW are additional sources of information for the Multimodal Interaction Manager that assist it in producing an appropriate and correct output presentation.

The Server Intelligent Agent is responsible for:

· Monitoring bandwidth.

· Sending streaming media which is morphed to the appropriate modalities.

· Receiving multimodal input from client device which is mapped to the multimodal interaction manager.

The Client Intelligent Agent is in charge of:

· Monitoring device constraints e.g. memory available.

· Sending multimodal information on input to the server.

· Receiving streamed multimedia.

The Mobile Client’s Output Processing module will process media being streamed to it across the wireless network and present the received modalities to the user in a synchronised fashion. The Input Processing module on the client will process input from the user in a variety of modes. This module will also be concerned with timing thresholds between different modality inputs as mentioned in section 2.2.3.

In order to implement this architecture for initial testing, a scenario will be set up where switches in the project code will simulate changing between a variety of bandwidths. To implement this TeleMorph will draw on a database which will consist of a table of bandwidths ranging from those available in 1G, 2G, 2.5G(GPRS) and 3G networks. Each bandwidth value will have access to related information on the modality/combinations of modalities that can be streamed efficiently at that transmission rate. The modalities available for each of the fore-mentioned bandwidth values (1G-3G) will be worked out by calculating the bandwidth required to stream each modality (e.g. text, speech, graphics, video, animation). Then also the amalgamations of modalities that are feasible will be computed. This will provide an effective method for testing initial prototypes of TeleMorph. When TeleMorph is successfully performing dynamic morphing of modalities on an emulator, the system will be tested on a mobile device connected to the GPRS network or 3G network if available.

3.1 Test Application
The domain chosen as a testbed for TeleMorph is eTourism. The system to be developed called TeleTuras is an interactive tourist navigation aid for tourists in the city of Derry. It will incorporate route planning, maps, points of interest, spoken presentations, graphics of important objects in the area and animations. The main focus will be on the output modalities used to communicate this information and also the effectiveness of this communication. The tools that will be used to implement this system are detailed in the next section.

TeleTuras will be capable of taking input queries in a variety of modalities whether they are combined or used individually. Queries can also be directly related to the user’s position and movement direction enabling questions/commands such as – 

· “Where is the Millenium forum?”

· “Take me to the GuildHall”

· “What buildings are of interest in this area?”(Whilst circling a certain portion of the map on the mobile device, or perhaps if the user wants information on buildings of interest in their current location they need not identify a specific part of the map as the system will wait until the timing threshold is passed and then presume no more input modalities relating to this inquiry.).

· “Is there a Chinese restaurant in this area?”

3.2 Prospective Tools
In this section we will discuss programming environment with focus on programming language, speech input/output systems and graphics input/output systems to be used. Also TeleMorph agents will be discussed.

3.2.1 Programming Environment
J2ME (Java 2 Micro Edition) is an ideal programming language for developing TeleMorph, as it is the target platform for the Java Speech API (JSAPI) (JCP 2002). The JSAPI allows developers to incorporate speech technology into user interfaces for their Java programming language applets and applications.

· Speech input/output  - The Java Speech API Markup Language (JSML 2002) and the Java Speech API Grammar Format (JSGF 2002) are companion specifications to the Java Speech API. JSML (currently in beta) defines a standard text format for marking up text for input to a speech synthesizer. JSGF version 1.0 defines a standard text format for providing a grammar to a speech recogniser. JSAPI does not provide any speech functionality itself, but through a set of APIs and event interfaces, access to speech functionality provided by supporting speech vendors is accessible to the application. As it is inevitable that a majority of tourists will be foreigners it is necessary that TeleTuras can process multilingual speech recognition and synthesis. To support this an IBM implementation of JSAPI “speech for Java” will be utilised. It supports US&UK English, French, German, Italian, Spanish, and Japanese. To incorporate the navigation aspect of the proposed system a positioning system is required. The GPS (Global Positioning System) will be employed to provide the accurate location information necessary for a LBS (Location Based Service).

· Graphics input/output – The User Interface (UI) defined in J2ME is logically composed of two sets of APIs, High-level UI API which emphasises portability across different devices and the Low-level UI API which emphasises flexibility and control. The portability in the high-level API is achieved by employing a high level of abstraction. The actual drawing and processing user interactions are performed by implementations. Applications that use the high-level API have little control over the visual appearance of components, and can only access high-level UI events. On the other hand, using the low-level API, an application has full control of appearance, and can directly access input devices and handle primitive events generated by user interaction. However the low-level API may be device-dependent, so applications developed using it will not be portable to other devices with a varying screen size. TeleMorph will use a combination of these in order to provide the best solution possible.

3.2.2 TeleMorph Agents
As proposed in section 2.5, an animated agent would prove very useful in communicating information on a navigation aid for tourists about sites, points of interest, and route planning. COLLAGEN (COLLaborative AGENt) (Rickel et al. 2002) is object-oriented Java middleware for building collaborative interface agents derived from the MIT Media Laboratory work on embodied conversational agents. Microsoft Agent (MS Agent 2002) provides a set of programmable software services that supports the presentation of interactive animated characters within the Microsoft Windows. It enables developers to incorporate conversational interfaces, that leverages natural aspects of human social communication. In addition to mouse and keyboard input, Microsoft Agent includes support for speech recognition so applications can respond to voice commands. Characters can respond using synthesized speech, recorded audio, or text in a cartoon word balloon. BEAT, another animator’s tool which was incorporated in Cassell’s REA (see section 2.5.2), allows animators to input typed text that they wish to be spoken by an animated human figure. These tools could be used to implement actors in TeleTuras.

4. Project Plan 

Table 4.1 found in Appendix A outlines the main tasks and milestones of this project.

5. Conclusion 

We have reviewed Mobile Intelligent Multimedia Systems, Intelligent Multimedia Presentation, Intelligent Multimedia Presentation Systems, Intelligent Multimedia Interfaces and Intelligent Multimedia Agents. Through a thorough analysis of these systems a unique contribution has been identified – “Bandwidth determined Mobile Multimodal Presentation”. A Mobile Intelligent System called TeleMorph that dynamically morphs between output modalities depending on available network bandwidth will be developed. This system will be an improvement on previous systems in the following ways:

· The media streaming server will be aware of two important issues, Bandwidth and Mobile Device memory available, which will be used to determine morphing between output modalities.

· TeleMorph will only provide output that adheres to good usability practice, resulting in suitable throughput of information and context sensitive modality combinations in keeping with Cognitive Load Theory.

A tourist navigation aid TeleTuras will be used as a testbed for TeleMorph. The combined system will entail the following:

· Receive and interpret questions from the user.

· Map questions to multimodal semantic representation.

· Map multimodal representation to database to retrieve answer.

· Map answers to multimodal semantic representation.

· Query bandwidth status.

· Generate multimodal presentation based on bandwidth data.

Applying a collection of common questions will test TeleTuras. These questions will be accumulated by asking prospective users/tourists what they would require from a tourist navigation aid like TeleTuras.

The J2ME programming environment as described in section 3.2 will provide a comprehensive set of tools to develop TeleMorph and TeleTuras. To implement TeleTuras various components of J2ME will be utilised including the Java Speech API and the low and high level graphics APIs. Also an appropriate intelligent multimedia agent will be used to implement an actor in TeleTuras for more effective communication.
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	Writing Chapter 2 ‘Literature Review’ 
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	Selection of graphics tools
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	Other units
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	Improving system
	 
	 
	 
	 
	 
	
	 
	 
	 
	 
	
	 

	Modifying thesis
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