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Abstract. Research relating to the development of an intelligent multimedia distributed platform hub (MediaHub) is presented.  Related research is reviewed and a new approach to decision-making based on Bayesian networks is proposed. A system architecture, including a Whiteboard, Dialogue Manager, Semantic Representation Database and Decision-Making Module is outlined. Psyclone, a platform for distributed processing, will facilitate communication within MediaHub, Bayesian networks will enact decision-making within the Decision-Making Module and the Hugin Bayesian decision-making tool will implement Bayesian reasoning within MediaHub.
1 Introduction
Gone are the days when the only form of input to a computer was through the traditional keyboard and mouse. We can now talk to the computer in natural language which can convert our speech into text. There are currently many commercially available software products, such as ViaVoice [1], that provide speech-to-text technology. Much research has been carried out into investigating other forms of human-computer interaction and new ways of communicating with computers have subsequently evolved. Humans can provide input to systems using facial expressions, gestures, touch and gaze. The term ‘multimodal systems’ is used to refer to systems capable of accepting such input using multiple modes of communication.



Although much has been achieved in the development of intelligent multimodal systems in recent years, many challenges still remain. While recent research has resulted in systems capable of multimodal communication, this communication is very much on the computer’s terms. The user must learn to use the system and the communication is constrained to suit the application. If we are to achieve truly human-like communication with computers, then the user must be able to dictate the terms of communication. That is, the system must learn to meet the needs of the user instead of the user learning to use the system. In order to realise such systems we must investigate new methods of representing multimodal input/output, communication and decision-making in multimodal systems. In this paper we describe our ongoing work on the development of an intelligent multimedia distributed platform hub that will utilise Bayesian networks for decision-making over multimodal data. In section 2 we give a brief review of related research. Section 3 presents the current system architecture of MediaHub. Section 4 discusses distributed processing in MediaHub. In section 5 we look briefly at the Hugin software tool [2]. Section 6 considers decision-making in MediaHub, whilst section 7 concludes with a discussion on MediaHub’s future development.
2 Related Research
In this section we provide a brief review of related research. Section 2.1 reviews existing distributed processing tools. In section 2.2 we discuss some existing multimodal platforms, whilst in section 2.3 we consider the Psyclone platform [3] in greater detail.
2.1 Distributed Processing Tools
Numerous distributed processing tools and platforms have been developed that assist the creation of intelligent multimodal distributed systems. DACS (Distributed Applications Communication System) [4], as used in the CHAMELEON platform [5], is a tool for process synchronisation and intercommunication. DACS uses simple asynchronous message passing to enable large distributed systems to be developed. Each module within the system must register using a unique name. This name is passed to a name server and is used by other modules to address it. DACS is used in applications that require the integration of existing heterogeneous software systems. 


CORBA (Common Object Request Broker Architecture) [6] constitutes a standard architecture for distributed object systems, allowing the services of an object to be requested using the Object Request Broker (ORB). The operation of the ORB is entirely transparent to the client object. The client simply requests the services of a distributed object, the ORB delivers the request to the object and returns the result back to the client. The Open Agent Architecture (OAA) [7] provides a powerful framework for the development of agent based systems. 

2.2 Multimodal Platforms
Several intelligent multimodal platforms have been developed with the aim of advancing towards truly intelligent multimodal systems. SmartKom [8] employs an intelligent conversational agent called Smartakus to communicate with the user. Smartakus uses speech, gestures and facial expressions to engage in human-like conversation with users. SmartKom’s system architecture is shown in Fig. 1.
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Fig. 1.  Architecture of SmartKom [8]
SmartKom’s distributed architecture constitutes a multi-blackboard system, including more than 40 asynchronous modules coded in C, C++, Java and Prolog. SmartKom attempts to address the problems of uncertainty and ambiguity that typically plague  the analysis of multimodal input. In order to do this, several sets of scored hypotheses are produced by the various components of SmartKom. The SmartKom platform supports both multimodal fusion and multimodal fission processes. SmartKom’s modality fusion component attempts to reduce the uncertainty of the analysis results by performing unification of all scored hypothesis graphs and applying mutual constraints. The presentation planner is used to control modality fission by specifying presentation goals for the text, graphics and animation generator. The developers of SmartKom hope to provide a kernel system that can be utilised within several application scenarios.



The Interact project [9] aims to explore natural human-computer interaction. An information storage knowledge base acts similar to a blackboard, with other system components accessing the knowledge base via the Information Manager. An unlimited amount of modules can be added to the system and the Interaction Manager deals with all connections between the modules. The architecture also allows the system to be distributed over multiple computers. Agents within Interact have different capabilities and the most suitable agent to perform a given task can be selected dynamically at runtime. Evaluators are used to determine which agent is best suited to deal with a particular situation. The decision-making process involves the evaluator giving a score between zero and one to each of the agents. A score of zero indicates the agent is not suited to the situation, a score of one means the agent is deemed perfectly suited, whilst values between zero and one indicate the degree of suitability. Several evaluators are used to give scores to an agent, indicating its suitability for use in the current situation. Scaling functions can be used to give greater importance to certain evaluators, before the scores are multiplied to give final scores (or suitability factors) for each of the agents. Several evaluations are performed before an agent is chosen for a particular task. Interact uses an XML-based method of semantic representation and, through the use of a shared knowledge base, implements a blackboard-style method of semantic storage. 


Following on from previous research in Ymir [10], the Psyclone platform [3] enables software to be easily distributed across multiple machines and allows communication to be managed using rich messages. Psyclone is discussed in more detail in section 2.3. Other work in this area includes CHAMELEON [5], a blackboard-based architecture for processing multimodal data, COMIC [11], a multimodal dialogue system and XWAND [12], a user interface for intelligent spaces which also uses Bayesian decision-making.
2.3 Psyclone
Psyclone [3] is a message-based middleware that enables large distributed systems to be developed. The Psyclone platform enables modules to be implemented and tested without the developer needing to worry about issues of communication and dataflow. An overview of the Psyclone platform is illustrated in Fig. 2.
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Fig. 2.  Overview of Psyclone [3]

 Psyclone introduces the concept of a whiteboard. Whiteboards are an extension of the blackboard model and allow heterogeneous systems, running on different computers, to be connected together. The whiteboards in Psyclone effectively act as publish/subscribe servers. Information is both posted on the whiteboard and dispatched from the whiteboard to all modules subscribed to that type of information. Communication is achieved using the OpenAIR Specification [3].

An XML specification file called psySpec is used to initialise values at start-up, specifying the setup of the system’s modules. It is also possible to create multiple whiteboards and multiple modules within a system. Multiple programs can communicate with each other via the whiteboards using plugs written in various programming languages. Psyclone allows the developer to ‘see inside the system’ at runtime using a psyProbe. A psyProbe is a built-in monitoring system that allows developers to monitor all activities of the system. Developers can view time-stamped information on whiteboards and the content of individual messages using a standard web browser. The system architecture of Psyclone is illustrated in Fig. 3.
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Fig. 3.  Architecture of Psyclone [3]

When Psyclone starts it first reads the psySpec as illustrated by step (1) in Fig. 3. Then, any internal or external modules are started, such as speech recognition (2) and computer graphics (3). Psyclone then sets up appropriate subscription mechanisms for the modules and can be configured to automatically start other Psyclone servers as indicated by step (4).


Psyclone also introduces the concept of contexts. Contexts in Psyclone are globally announced system states that are used to help manage the runtime behaviour of the modules. Each of the modules in Psyclone is assigned at least one context and the module will not run until one of its contexts becomes true. Contexts allow individual modules to change their behaviour to meet the overall requirements of the system. Modules can be configured to do completely different things in different contexts, thus reducing the number of separate modules that a system will need to implement.
3 System Architecture

MediaHub’s system architecture is presented in Fig. 4. The key components of MediaHub are:

· Dialogue Manager

· MediaHub Whiteboard

· Decision-Making Module 

· Semantic Representation Database 

MediaHub will use Hugin [2], a software tool for creating Bayesian networks, for decision-making. Psyclone is used for distributed processing in MediaHub. A blackboard-based method of semantic storage is implemented using the MediaHub Whiteboard within the Psyclone platform. Input to the system is in the form of marked up multimodal data (e.g. XML format). The Dialogue Manager facilitates the interactions between the other components of MediaHub. The MediaHub XML Specification file is read by Psyclone at start-up and defines the setup of the MediaHub modules.  
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Fig. 4.  Architecture of MediaHub

The Decision-Making Module accesses the Hugin Decision Engine through the Hugin API (Java). As illustrated in Fig. 4, the Decision-Making Module can also liaise with external language/vision experts such as language and vision processors. The Semantic Representation Database will contain information relating to the semantics of multimodal input and output data in XML or EMMA [13] format. Communication between the modules of MediaHub will be achieved using the OpenAIR specification implemented in Psyclone. MediaHub will utilise the decision-making capabilities of the Hugin API [2], coupled with Psyclone’s distributed processing technology to provide an intelligent multimodal distributed platform hub. 
4 Distributed Processing in MediaHub
MediaHub utilises the Psyclone platform for distributed processing. Psyclone implements a whiteboard, through which all modules in MediaHub communicate. Psyclone’s built-in OpenAIR specification [3] provides a protocol for communication. MediaHub uses a psySpec specification file to declare the existence of modules and the type of information that the modules wish to subscribe to. Modules within MediaHub subscribe to a certain type of message using the syntax defined in the OpenAIR specification. For example, the Decision-Making Module registers with the MediaHub Whiteboard for messages of type dm.input.language, dm.input.vision, etc. To do this the following syntax is used in the specification file:
           <triggers from="any" allowselftriggering="no">



<trigger after="100" type="*input*"/>

           </triggers>
Asterisks are used as a ‘wild card’. The above three lines of XML requests that the associated module be ‘triggered’ by all messages that appear on the whiteboard containing the word ‘input’.  The above code effectively subscribes the module to all messages relating to input. Any messages that appear on the whiteboard relating to input will now be automatically sent to the Decision-Making Module. In addition to subscribing to receive messages of a certain type, a module may also define the type of messages it will send to the whiteboard. For example, the following XML code causes a module to post a registration message to the MediaHub Whiteboard:

         <posts>

               <post to="MediaHub_Whiteboard" type="dmm.register" />

         </posts>

This code is again entered into the psySpec which is run automatically when Psyclone is started. Starting Psyclone subsequently starts MediaHub, since all the modules of MediaHub are defined in the psySpec specification file. 
5 Hugin
Hugin [2] is a software tool for creating and implementing Bayesian networks [14] and influence diagrams for decision-making. Hugin allows developers to create Bayesian networks using its Graphical User Interface (GUI). The GUI provides an easy to use interface to the Hugin Decision Engine. The Hugin GUI is illustrated in Fig. 5. Hugin also allows developers to access Bayesian networks from their applications using the Hugin API. APIs are available in C, C++, Java and as an ActiveX Server for use with Visual Basic. The Hugin tools have been designed to run on the Windows 2000/XP, Solaris, Linux and MAC operating systems.
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Fig. 5.  Hugin GUI
The Hugin software tool enables the creation of Bayesian networks to model real world scenarios. When the Bayesian networks have been constructed, evidence can be entered to the model and the results are automatically re-calculated. Hugin computes Bayesian calculations and determines new probabilities when new information has been added. The Hugin software has been used in various applications to provide reasoning and decision-making. Applications include risk prediction, information management, safety assessment and medical diagnostics.
6 Decision Making in MediaHub

The Hugin software tool [2] will be used for Bayesian decision-making in MediaHub. Decisions taken within MediaHub will relate to both multimodal input and output. Decisions on multimodal input will primarily be related to the resolving of ambiguity. For example, in situations where ambiguity occurs in one input modality, another input modality may be used to resolve the uncertainty. Other decisions on the input will be needed to determine the semantic content and to fuse semantics of respective input modalities. Decisions on multimodal output will mainly relate to the choice of output for a particular situation. For example, some information may be better presented using graphical output (i.e. a map showing directions to the airport), whilst other information may be better presented using speech output (e.g. feedback to the user such as “ok” or “I don’t understand”). Other decisions on the output could relate to synchronisation of multimodal output (e.g. matching a sequence of images to corresponding speech output).
7 Conclusion and Future Work
The design rationale for MediaHub, an intelligent multimodal platform hub, has been presented. We have given an overview of the current system architecture and explained how the Psyclone platform will be used for distributed processing. The role of the Hugin software tool, in providing MediaHub with a new approach to decision-making based on Bayesian networks, has been outlined. A brief review of the functionality of both Psyclone and Hugin has also been given.


Key considerations for future work include the semantic representation of multimodal data and the implementation of Bayesian decision-making using the Hugin API. Another topic currently being addressed is the structure and content of suitable multimodal data that can be used in the testing of MediaHub. In summary, this paper provides a report on the design of MediaHub and outlines future development.
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